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In this article, we argue that a predictive processing framework (PP) may provide elements for a proximate
model of play in children and adults. We propose that play is a behavior in which the agent, in contexts of
freedom from the demands of certain competing cognitive systems, deliberately seeks out or creates
surprising situations that gravitate toward sweet-spots of relative complexity with the goal of resolving
surprise. We further propose that play is experientially associated with a feel-good quality because the agent is
reducing significant levels of prediction error (i.e., surprise) faster than expected. We argue that this framework
can unify a range of well-established findings in play and developmental research that highlights the role of
play in learning, and that casts children as Bayesian learners. The theory integrates the role of positive valence
in play (i.e., explaining why play is fun); and what it is to be in a playful mood. Central to the account is the idea
that playful agents may create and establish an environment tailored to the generation and further resolution
of surprise and uncertainty. Play emerges here as a variety of niche construction where the organism modulates
its physical and social environment in order to maximize the productive potential of surprise.
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Why do humans play? For well over 100 years, this question has
attracted the attention of researchers from a wide range of disciplines.
This may be because play, despite its omnipresence, is one of the few
human universals that does not seem to have an obvious immediate
benefit to the player visible to outside observers (Martin & Caro,
1985). In spite of this mystery and the longstanding scientific scrutiny
it has attracted, play has yet to become a central topic in the field of
child development (Lillard, 2015; Pellegrini, 2011a). This may be
attributable both to the lack of a unifying theoretical framework for
play, and the lack of well-developed methodologies for approaching
the phenomenon in general. By its very nature, play is difficult to
study: It is spontaneous, and it exists in endless and highly diversified
forms (e.g., Sutton-Smith, 1997; Zosh et al., 2018). Historically, this
has not only made play very challenging to capture and define
(Burghardt, 2011), but has also seriously hampered efforts to sys-
tematically study play through well-controlled research paradigms
(Gopnik, 2016).

Despite such difficulties, there is overall consensus on a series of
play-related issues. For instance, play is generally understood to be a
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spontaneous, internally motivated behavior exclusively initiated by
individuals who are free from sickness, stress, and hunger (Burghardt,
2005) and, typically, it is experientially associated with positive
feelings (Bateson & Martin, 2013). Interspecies biological compar-
isons have shown that the most playful animal species tend to mature
more slowly, and have larger brains, increased intelligence and good
learning abilities (Gopnik, 2016). Furthermore, there is widespread
agreement that young individuals tend to play more than older
individuals (e.g., Bateson & Martin, 2013).

Theories abound as to why humans (and a series of other highly
intelligent, often social, animals with prolonged childhoods) play.
Many of these theories are evolutionary in nature, and propose ultimate
causes for the development of play. For this reason, most of these
theories concern how various aspects of play increase the indivi-
dual’s odds of surviving and reproducing. Most such theories
assume that because play requires organisms to spend energy and,
in many cases, to engage in behavior which is risky and sometimes
outright dangerous, play must enhance fitness in other ways
(Bateson & Martin, 2013).

Accordingly, the dominant themes across most evolutionary
accounts of play are based on the widely held assumption that play
helps young animals (including humans) to acquire the skills they
need to become more efficient adults. For example, it has variously
been hypothesized that play expedites the development of adult
musculature (Groos, 1898), improves physical balance (Fagan, 1981),
practices coordination and complex movements (Baldwin & Baldwin,
1977), assists in the acquisition of communication skills (Poirier &
Smith, 1974), helps to construct a working knowledge of the envi-
ronment (Bateson, 2017), trains the organism for unexpected situa-
tions (Spinka et al., 2001), and helps develop crucial social skills
necessary for maintaining social relationships (Bekoff, 1976). Non-
adaptive theories also exist: Burghardt’s Resource Surplus Theory,
for instance, suggests that play may have emerged as a by-product
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of surplus resources, including metabolisms capable of sustained
activity, copious food supplies, and a surfeit of parental protection
(Burghardt, 2005).

In addition to such ultimate evolutionary accounts of play and its
possible benefits (for a review, see Baldwin & Baldwin, 1977;
Bateson & Martin, 2013; Burghardt, 2005), there are also several
cognitive and proximate accounts of why children play. For example,
it has variously been hypothesized that pretend play is a manifestation
of a developing ability to think counterfactually (Gopnik, 2009;
Lillard, 2001), of a developing capacity for metarepresentation
(Leslie, 1987), or that pretend play assists and develops the imagina-
tion and a range of cognitive functions (Singer & Singer, 1990). In
recent decades, the theory theory, the idea that everyday knowledge
has similar properties to scientific theories, has been particularly
influential. Here it has been suggested that play is a form of informal
experimentation (e.g., Gopnik & Wellman, 2012) that allows children
to optimize information gain and learn more about themselves and the
world around them (e.g., Bonawitz et al., 2012; Cook et al., 2011). In
most of these cognitive accounts of play, the explanation for why
children play is the same: Children play because playing is fun and
rewarding.

A consistent theme of this research is that children are motivated
to play by their curiosity (Kidd & Hayden, 2015). Children play to
actively learn, seeking experiences for themselves that allow them to
gain new information. Play is therefore intrinsically motivating: The
information the child gains is valued as a good in itself, not as a
means to some other valued or rewarding end. What makes this
information valuable is the progress it enables the child to make in
its learning (Gottlieb et al., 2016; Oudeyer et al., 2007; Oudeyer &
Smith 2016). Some theorists understand this learning progress in
terms of theory construction. Infants, it has been argued, playfully
explore when their intuitive theories of how the world works are
violated (Stahl & Feigenson, 2019) and children’s exploratory play
supports causal learning (Gweon & Schulz, 2011; Schulz et al.,
2007; Schulz, 2012). What is less clear from these cognitive
accounts of play as an intrinsically rewarding behavior is why
play should be fun? After all, while formal educational settings
abound with facilitated learning opportunities for children, boredom
among students is still a very frequently observed phenomenon.
What is it about information gain and uncertainty reduction in play
that accounts for it being so much fun?

In a recent account of human play, it has been argued that
information gain cannot be the whole explanation of why children
play (Chu & Schulz, 2020). In play, children often create imaginary
problems for themselves they have no obvious need to solve, yet
children will expend a good deal of energy with no obvious payoff
for doing so. Chu and Schulz contend that “children’s propensity to
adopt idiosyncratic goals may be what distinctively human play is
all about” (p. 327). They argue that what is distinctive about human
play is the way in which children intervene on their own utility
functions, fixing their own rewards in setting novel goals for
themselves. In doing so they are able to creatively explore a space
of hypotheses, inventing new ideas and plans that would otherwise
never occur to them. The value of this kind of play lies in the
potential it offers for innovation (Chu & Schulz, 2020, p. 329). Still,
this account of distinctively human play fails to account for why the
activity of setting arbitrary goals is so much fun.

In this article, we argue that a recent neurocognitive and compu-
tational framework, commonly referred to as “predictive

processing,” is consistent with, but also brings important new
insights into, the field of play research. In its most ambitious
form, the predictive processing framework (PP) attempts to explain
perception, action, emotion, cognition, and their intertwined rela-
tionships via a single mechanism of prediction error minimization,
whereby the brain attempts to reduce the mismatch between how it
predicts the world to be and how the world actually is (Clark, 2013;
Friston, 2010; Hohwy, 2013). We argue that the predictive proces-
sing framework may provide elements for a proximate cognitive
theory of play that can help explain the widespread occurrence of
play across form, age, and context. The universal occurrence of
play across such a wide range of behavioral forms (e.g., playful
object handling, playful running, playful eating, and so on) could
be taken to suggest that play may be linked to domain-general
cognitive processes rather than to highly specific tasks and do-
mains. The predictive processing framework describes a domain-
general neurocognitive architecture that holds the promise of
providing a unifying explanation of the rich variety of forms of
play in children.

Utilizing this framework, we propose that play is a behavior in
which the agent, in contexts of freedom from the demands of certain
competing cognitive systems, deliberately seeks out or creates
surprising situations that gravitate toward sweet-spots of relative
complexity with the goal of resolving surprise. We further propose
that play is experientially associated with a feel-good quality
because the agent is reducing significant levels of prediction error
(i.e., surprise) faster than expected. Such a strategy of seeking and
creating surprising situations, we argue, is in many ways optimal for
learning in that it not only maximizes the speed at which learning
takes place, but also enables optimized learning strategies, even in
instances where opportunities to learn may be scarce.

We argue that this framework can unify a range of well-established
as well as seemingly contradictory perspectives on play. This includes
play as a behavior aiming to maximize information gain as well as
play as a behavior where individuals incur unnecessary costs in
pursuit of seemingly pointless goals. Furthermore, the theory
integrates the role of positive valence in play, that is, it explains
why play is fun; and it expands on the relationship between
emotions and mood states, that is, playfulness, as they often occur
in the context of play.

Finally, we argue that this understanding of play may cast light on
an understudied aspect of predictive processing: It not only iden-
tifies play as a particular behavioral and cognitive strategy allowing
the organism to seek out and reduce uncertainty, but further adds
that the organism may create and establish an environment tailored
to the generation and further investigation of surprise and uncer-
tainty. Play can thus be described as a variety of niche construction
where the organism modulates its physical and social environment
in order to maximize the productive potential of surprise.

Play and Surprise

A consistent theme in cognitive theories of play is that children
are motivated to play to make progress in learning, reducing their
uncertainty, and allowing them to better predict the effects of their
actions on the world (Chu & Schulz, 2020; Gottlieb et al., 2013;
Kidd & Hayden, 2015; Wang et al., 2021). The motivation to seek
new and surprising information that, in turn, reduces uncertainty is
by no means exclusive to humans. It has been known for some time
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that a wide range of different animals forgo immediate reward in
order to gain information (e.g., Nissen, 1930). There is widespread
evidence that animals value information as a good in itself, and not
only instrumentally to maximize longer term gains (Blanchard et al.,
2015; Gottlieb & Oudeyer, 2018; Pellegrini et al., 2007; Spinka et
al., 2001; Vasconcelos et al., 2015). The curiosity of humans and
other animals is sparked by specific questions that promise to dispel
uncertainty thereby closing a gap in knowledge and understanding
(Loewenstein, 1994). Through their own activity, humans and ani-
mals selectively sample the environment in search of useful informa-
tion that offers the potential to reduce uncertainty and resolve
surprises. An estimate of high expected information gain motivates
them to sample only the information that is relevant to closing a
knowledge gap. Closing such gaps is functionally important both for
humans and animals as it allows them to learn a model of the causal
structure and workings of the world. In other words, organisms assign
value to specific changes in cognitive states independent of
instrumental or extrinsic reward (Gottlieb & Oudeyer, 2018). In
artificial intelligence it has been shown that approximating such
curiosity-driven, active learning can allow a robot to learn tasks in
which rewards are unknown and scarce (Barto et al., 2013; Friston,
Lin, etal., 2017; MacKay, 1992; Oudeyer et al., 2007; Pathak et al.,
2017; Schmidhuber, 1991, 2006, 2013; Sun et al., 2011).

The motivation to gain new information that reduces overall
uncertainty in play suggests that children should be attracted toward
novelty, ambiguity, and surprise in play. One contemporary account,
authored by Spinka et al. (2001), proposes a functional hypothesis of
play in mammals which emphasizes the deliberate cultivation of
unexpected situations. These authors argue that play fighting and
locomotor play are forms of “training for the unexpected,” and that
they allow mammals to develop flexible motor responses and emo-
tional coping strategies for unexpected situations. Spinka et al argue
that mammals “actively seek and create unexpected situations in play
through self-handicapping; [ ... ] actively putting themselves into
disadvantageous positions and situations” (Spinka et al., 2001,
p. 141). We are very much in agreement, and we will suggest later
that in humans these practices of deliberate self-disadvantaging
extend far beyond play fighting and locomotor play.

In recent decades, a series of experimental studies on exploratory
play have further explored the relationship between surprise, uncer-
tainty, and play. Bonawitz et al. (2012) conducted a study in which
children were allowed to explore an asymmetrically weighted beam
designed to balance on a fulcrum. The fulcrum was designed in such a
way that hidden magnets were able to hold the asymmetrical beam in
place, even at times where the beam should have normally tipped over
(Bonawitz et al., 2012). Children were assigned to one of two
conditions where the balance beam was either consistent with, or in
violation of, the children’s beliefs about balance relationships. The
experimenter then found a novel toy and placed both the balanced
beam and the novel toy in front of the child and left the child to play
on its own. The researchers found that children that had their
beliefs confirmed exhibited the standard novelty preference and
played more with the new toy than the balance beam. The children
that had their beliefs violated, however, did not exhibit this novelty
preference, and instead played more with the balance beam than
the novel toy. In other words, children in both conditions played
with the object that showed the greatest potential to violate their
beliefs (i.e., to surprise them).

In another study by Schulz and Bonawitz (2007) using a free-play
paradigm, 64 preschoolers (mean: 57 months) were presented with a
toy box with two levers on it. One lever caused a small fuzzy duck
figure to appear out of hole in the top of the box and the second lever
caused a small puppet to emerge. In the experiment, some children
were assigned to a “confounded condition” in which the causal
structure of the toy box was confounded. Controlling for various
artifacts such as the number of trials and number of lever presses,
the remaining children were assigned to different versions of an
“unconfounded condition,” all of which enabled the children to
learn which lever was connected to the duck and which was con-
nected to the puppet. In both conditions, the experimenter then
presented the child with a second, novel toy box with only one
lever, placing both the old and the new toy box in front of the child
and leaving her to play alone. The study found that children on a
variety of measures were more likely to play with the familiar toy
in the confounded condition than in the unconfounded conditions
(Schulz & Bonawitz, 2007). Again, this supports the idea that one of
the guiding principles in children’s exploratory play is to seek out toys
associated with uncertainty and attempt to reduce that uncertainty
during play.

Similarly, Schulz et al. (2008) across four studies demonstrated
that preschoolers, in their play, selectively engaged in exploration
when evidence about objects’ causal properties conflicted with
inductive generalizations from the objects’ kind to their causal
powers. In other words, children who were surprised with objects,
which should belong to a certain category but did not work in the
same manner as other objects within the category, spent more time
playing with those objects compared with objects that acted in a
manner consistent with their category. While such studies nicely
illustrate how children optimize their chances of discovering novel
information by flexibly shifting from inductive inference to trial-
and-error learning, these studies also highlight again the basic idea
that children will play more with objects that are somehow associated
with violation of belief (i.e., surprise).

Other experiments have shown similar effects of belief violation
(i.e., surprise) on young children’s play. For example, using a shadow
play paradigm, van Schijndel et al. (2015) introduced children to a
shadow machine, where children could place differently sized pup-
pets at different distances from a light source, resulting in differently
sized shadows on a screen. In this study, results revealed that children
who were surprised by the sizes of the shadow figures were more
likely to perform an unconfounded informative experiment in the
beginning of their play, compared with children who were not
surprised. In two studies, Butler and Markman (2010) investigated
the effects of pedagogical cues on 3- to 4-year-old children’s explor-
ative playful behavior and found evidence to suggest that children
build stronger expectations when intentionally instructed on an
object’s causal property by an adult than when the same causal
property is demonstrated by accident. In turn, children were more
surprised when encountering conflicting evidence to such intentional
demonstrations, resulting in more and deeper forms of exploratory
play (Butler & Markman, 2010).

Similar findings have been documented as early as infanthood.
Indeed, in their seminal work, Stahl and Feigenson (2015) showed
11-month-old infants events that violated expectations about object
behavior and nearly identical events that did not violate expecta-
tions. They found that infants who had previously seen an object
behave in an unexpected way were more likely to explore that object
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in their ensuing play. Intriguingly, the infants seemed to not only
explore these objects in broad manners, but in ways that were
specific to the violation they had just witnessed. Moreover, Stahl &
Feigenson were able to demonstrate, while controlling for overall
attention that the infants were more likely to learn a new sound
associated with an object if that object had acted in a surprising
manner. Stahl & Feigenson argue that such surprises are a driver that
“propels children—even infants—to form and test new hypotheses
about surprising aspects of the world” (Stahl & Feigenson, 2019).
Crucially, this drive seems mediated by the goal of forming and
testing new hypotheses in order to resolve surprise. Indeed, Perez &
Feigenson recently demonstrated that while infants increase explor-
atory play when encountering surprising objects, this surprise-
induced exploration is abolished if the infants are provided with
an explanation about why the object was behaving in a surprising
manner (Perez & Feigenson, 2020).

In adults, a recent study on playfulness involved presenting adult
participants with a building task using LEGO bricks (Heimann &
Roepstorff, 2018). Participants were provided with five sets of six
LEGO bricks, and instructed to build a small duck. Participants were
assigned to two conditions: A playful condition in which they were
asked to build ducks in a way that felt playful to them, and a
nonplayful condition in which participants were asked to build
ducks in a way that did not feel playful at all. While participants
created a multitude of different ducks in the playful condition, they
tended to reproduce similarly designed ducks in the nonplayful
condition. Using the microphenomenological interview approach, a
novel methodology for eliciting past experiences in a well-
controlled manner (Petitmengin, 2006), the study found that parti-
cipants in the nonplayful condition generally reported feelings of
stress, obligation, and boredom, while participants in the playful
condition reported feeling autonomy and, interestingly, feelings of
surprise over the ducks they had ended up building (Heimann &
Roepstorff, 2018). The study showcases a somewhat counterintui-
tive phenomenon, namely that individuals can surprise themselves
during solitary play with objects.

In sum, belief-violation, ambiguity and novelty provide children
with learning opportunities to improve their intuitive theories of the
world and its causal workings. Children often sample information
selectively when they play with the aim of updating their beliefs to
resolve novel or surprising observations. In the next section, we
explore the proposition that learners are attracted to surprising and
novel information that tends to gravitate toward a sweet spot of
complexity that is neither too simple, nor too complex given what
they already know.

The Right Surprise?

While play entails unpredictable elements of variation and crea-
tivity (Bateson & Martin, 2013; Burghardt, 2005; Spinka et al.,
2001), it is also often characterized by fixed rules of conduct and
stereotyped behavior (e.g., Burghardt, 2005). Such considerations
suggest that there may be certain constraints on just how surprising
play should be. Intuitively speaking, it seems likely that overly
predictable play is boring and overly unpredictable play chaotic.

Several lines of research have suggested that both children and
adults in general prefer stimuli which somehow hit what might be
described as a “sweet spot” of surprise (e.g., Bloom, 2010, 2020;
Dember & Earl, 1957; McCall & McGhee, 1977). Such sweet spots

are typified by only moderate differences between any given stimuli
and the observer’s prior knowledge of that stimuli (Mather, 2013).
Infants, for example, seem to be guided by the so-called “Goldilocks
principle” in their preference for visual stimuli which are neither too
simple nor too complex, but instead contain just the right amount of
complexity (Kidd et al., 2012).

There is evidence to suggest that a Goldilocks principle could also
be identified in play. The immersive experience of “flow,” character-
istic of playful states, tends to occur during tasks which are just within
reach of one’s ability (Bateson & Martin, 2013; Csikszentmihalyi,
1997). Similarly, play frequently involves self-handicapping behav-
ior, like hopscotch, where individuals deliberately make already
learned tasks harder and thus more surprising for themselves
(Bateson & Martin, 2013). Indeed, Singer and Singer argue that

most forms of play involve situations of moderate challenge, novelty, or
incongruity. Playful interactions between self and others (or, in the case
of pure fantasy play, self, and symbolic others) or between self and
objects usually result in a somewhat reduced level of novelty or
incongruity that evokes joy. [ ... ] [W]ithin the defined structures
of play one can continue to experience moderate challenge along with a
further reduction in incongruity (1990, p. 40).

Such sweet spots of moderate challenge and surprise have been
observed ininfant play studies. In peek-a-boo, one of the most universal
forms of social play between adults and infants, a parent will repeatedly
cover his or her face and, at various brief intervals, “reappear” to the
infant, causing her to smile or laugh. The game always contains four
basic stages—initial contact, disappearance, reappearance, and rees-
tablishment of contact—but there are plentiful small variations that can
be deployed within these stages (Bruner & Sherwood, 1976), ensuring
only mild violation of expectations in the infant. Indeed, an experi-
mental study by Parrott and Gleitman (1989) demonstrated that too
large deviations from the game, such as an adult reappearing
elsewhere or swapping with someone else, reduced infant smiling
and laughing. Thus, successful peek-a-boo may depend on fine-
tuned interactions between parent and infant, where parents tune in
to the expectations of infants and attempt to deviate only slightly
from them. Bruner and Sherwood (1976) observed just such sensi-
tivity in their peek-a-boo studies, where they were “struck by the
skill of mothers in knowing how to keep the child in an anticipatory
mood, neither too sure of outcome nor too upset by a wide range of
possibilities” (p. 283).

Along the same lines, Arco and McCluskey (1981) investigated
the salience of maternal temporal style in mother—infant free play
and found that a natural maternal temporal style of play rather than a
faster or slower pace led to the most positive interactions between
parent and infant. Furthermore, young children have been shown to
dislike highly unpredictable objects and toys, such as a jack-in-a-
box (Scarr & Salapatek, 1970). Indeed, it has been argued that for
infants, one might “wonder how much of a violation of expectation
is a good thing. Infants do not always prefer information that is more
surprising or more complex: They appear to like things that they
think they can learn” (Schulz, 2015, p. 43).

In preschool children, it has been found that individuals engaging
in risky play, such as playing with heights, playing with speed, and
rough-and-tumble play, seek heightened states of arousal, although
too much arousal will result in a withdrawal from the activity
(Sandseter, 2010). Such findings suggest that the experiential
attractiveness of just-right doses of uncertainty and surprise applies
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to interoceptive as well as exteroceptive signals. Such ideas are
supported in a recent study on play and fear, where older children
and adult visitors to a haunted attraction were equipped with heart
rate monitors and asked to report on their experience (Andersen
et al., 2020). Results revealed that participants thought of the experi-
ence as a form of play, and that self-reported enjoyment had an
inverted U-shaped relationship with self-reported fear. Similarly,
results from the physiological data demonstrated an inverted
U-shaped relationship between heart rate changes during moment-
to-moment encounters and enjoyment, suggesting that enjoyment
is related to just-right forms of arousal dynamics.

Work on curiosity and information-seeking in children tells a
similar story. Indeed, in his seminal work, Loewenstein (1994)
suggested that curiosity is piqued not by maximally novel or
surprising information, but by moderately novel or surprising
information. Similarly, Jirout and Klahr (2012) define children’s
curiosity as the threshold of desired uncertainty in the environment
that leads to exploratory behavior, or, as they also formulate it:
“children’s level of preferred uncertainty” (p. 150). In support of
such ideas, Wade and Kidd (2019) in a recent study demonstrated
that a strong driver of curiosity is the learner’s metacognitive estimates
of their own prior knowledge, meaning that learners will have their
curiosity piqued when they think that they are close to knowing the
answer to a question (see also, Kang et al., 2009). Wade and Kidd
(2019) suggest that “[cJuriosity may serve as a metacognitive signal
that indicates when there’s a match between the presented learning
material and the learner’s readiness to encode it” (p. 1382).! Such
accounts suggest that individuals make estimates of the relative
uncertainty associated with the difference between their own prior
knowledge and encountered stimuli, and that they are attracted to
situations that are characterized by estimated sweet-spots of relative
complexity.

In recent years, cognitive and computational neuroscience have
witnessed the rise of a highly influential framework for how the
brain processes information. This framework is commonly referred
to as “predictive processing.” Reconciling play research with the
predictive processing framework holds promise for a number of
reasons. It may provide play researchers with a plausible neuro-
cognitive and computational framework that can be formulated
mathematically and mechanistically, and which can account for
both exploratory and exploitative behavior. Furthermore, the
framework is highly compatible with recent accounts suggesting
that children are Bayesian learners (e.g., Gopnik & Tenenbaum,
2007; Gopnik & Wellman, 2012; Schulz, 2012; Sobel et al., 2004;
Tenenbaum et al., 2011; Ullman & Tenenbaum, 2020).> The
predictive processing framework can explain why play is often
characterized by situations that hold a “just-right” amount of uncer-
tainty for the playing individual; and why play is so fun and rewarding.
The questions of why play is fun and why children are attracted to
just the right kind of uncertainty and surprise have largely been left
unanswered by previous cognitive accounts of play, and PP supplies
promising solutions to both of these questions.

Predictive Minds

For the last decade, predictive processing has been revolutionizing
cognitive science. This theory portrays the human brain as a statistical
organ that revolves around a core mechanism of prediction error
minimization. Predictive processing differs from earlier accounts of

perception and cognition in the emphasis it places on the process of
knowledge-driven prediction (Clark, 2013, 2015; Friston, 2010;
Friston & Kiebel, 2009; Friston & Stephan, 2007; Hohwy, 2013;
Wiese & Metzinger, 2017). The brain uses prior knowledge to
form top-down predictions, which are then compared to bottom-up
sensory input. Mismatches between predictions and sensory input
elicit prediction error signals, which the brain continuously attempts
to minimize.

Predictions are thought to occur at multiple hierarchically orga-
nized levels which simultaneously operate across different spatiotem-
poral scales. This can be conceptualized as a hierarchical generative
model (Friston, 2008; Parr & Friston, 2018)* where lower levels deal
with states of affairs happening at faster time scales and are good for
handling detail, whereas higher levels deal with regularities operating
at slower time scales, which are usually more general and abstract in
nature (Hohwy, 2013). When prediction error signals are elicited, they
are communicated upward within this neuronal hierarchy, forcing
levels above to change predictions that subsequently descend back
down again to lower levels in the hierarchy. Through this simple
mechanism, and by constantly aiming to reduce the overall level of
prediction error signals, the brain can compare multiple hypotheses
about the state of the world and, over time, approximate exact Bayesian
inference® (e.g., Clark, 2015; Hohwy, 2013; Kanai et al., 2015).

When mismatches between predictions and sensory input arise, the
organism has two main options available to minimize the overall level
of prediction error. It can either update predictions to better account
for the sensory input through perception (also referred to as “percep-
tual inference”) or, alternatively, use action (also referred to as “active
inference”) to make the world align with its predictions, sometimes
preventing the errors from arising in the first place (Feldman &
Friston, 2010; Friston, 2009; Friston et al., 2010). Imagine, for
example, that you are waiting for your partner at a designated
meeting place. As you see your partner approaching from afar, you
eagerly wave. As your “partner” approaches, however, your
prediction errors start to increase, forcing your internal model
to rapidly update. Suddenly, you realize that you have been waving
at a complete stranger. Conversely, it may be the case that your
partner is sitting on a bench with their back turned to you. Since
you are still not entirely sure that it is in fact your partner sitting
there, you attempt to reduce your prediction error through action:
You move around the bench, trying to find a better angle from

! Recent studies on children’s memory and learning similarly indicate a
cognitive optimum for surprising stimuli that facilitate cognitive encoding
(e.g., Banerjee et al., 2013; Hopkins & Lillard, 2021).

2 Bayesian theorists understand development as an abductive process of
learning a probabilistic generative model. Children learn by combining richly
structured abstract knowledge with statistical inference to form hypotheses
about unobserved variables that map the causal structure of the world. This
abstract knowledge is taken to be encoded in a probabilistic generative model
that maps systematic relationships between causal structures that give rise to
the child’s sensory observations. Bayesian models describe an optimal
solution to a problem posed by the environment in terms of belief update
according to Bayes rule, but they do not characterise the neurocognitive
mechanisms that implement this problem solving. The PP framework is by
contrast a neurocognitive framework that explains both how Bayesian infer-
ence could be approximated by neural processes, and what the relationship is
between the pleasure of play and uncertainty reduction.

3 For a heuristic illustration of a hierarchical generative model, see Clark,
2015.

“ Bayesian inference is a computational method for weighting new evidence
against existing knowledge (for an introduction, see Wiese & Metzinger, 2017).
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which to catch a glimpse of the face of the person sitting there.
Finding that it is in fact your partner, you have now successfully
aligned the world with your predictions. In most real-world
situations of course, both processes are likely to be recruited,
with perception and action working closely and dynamically in
tandem to minimize prediction error.

When faced with predictions errors a key question the brain must
settle is whether the error signal is a reliable carrier of information,
or whether to place more confidence in its prior predictions. This
question is resolved by a second-order precision mechanism that
decides how much weight should be assigned to prediction error
signals relative to its predictions (Feldman & Friston, 2010; Friston,
2009). When faced with prediction error estimated to be imprecise,
the brain will treat its predictions as precise, and pay less heed to its
error signals. By contrast, error estimated to be highly precise calls
for action that can take the form of either updating the predictions
that generated error, or by changing the sensory states the agent
samples to match predictions. Importantly, such estimates of preci-
sion vary according to contextual information to which the agent has
become habituated. For example, during development we quickly
learn that well-lit contexts typically afford reliable sensory input.
Our predictions in, say, a brightly lit bedroom, will be in a state of
constant correction because errors in such a context are estimated
to be highly precise (causing us to quickly detect environmental
changes—a moved bed, for instance). Conversely, in a dark bedroom
error signals would be estimated to be imprecise, and we would find
ourselves forced to rely more on top-down prediction to find our way
to the bed (and perhaps crashing unexpectedly to the floor should
someone have moved it).

This notion of precision applies to action as well. The precision
estimation of actions in a given context can similarly be thought of
as a second-order process, where the brain estimates how confident
itis that certain actions will generate certain outcomes (Friston, 2010;
Friston et al., 2014). Precision estimates for action will increase when
actions bring about predicted outcomes, whereas precision estimates
will decrease when actions do not lead to predicted outcomes. To put
this another way, our confidence in certain actions grows as we learn
that they reliably produce expected outcomes. One corollary of this is
that actions that are expected to be highly precise and yet fail to bring
about the desired outcome will trigger stronger prediction error
signals than actions associated with low precision. For example, if
we were to approach our front door with our key at the ready, and then
suddenly found that the key we had selected from the bunch would
not unlock the door, we would experience a greater sensation of
surprise than if we were attempting to unlock a hitherto unentered
door with an unfamiliar bunch of keys. This is because, having
unlocked our front door innumerable times down the years, we have
grown to have great automatic confidence in it.

Sequences of actions are selected based upon a set of rules
referred to as “action policies.” As with individual actions, such
policies are selected on the basis of how well they are expected to
reduce prediction error (Friston, FitzGerald, et al., 2017; Friston et
al., 2015). Certain policies that have proven their worth in reducing
prediction error time and time again can therefore oftentimes
become utterly habituated, such is our confidence that they will
do the job. This high confidence in an action policy means that the
policy in question is believed to have high precision. A series of
actions that brings about expected changes increases in precision,
whereas a sequence that fails to do so decreases in precision.

In sum, predictive processing “depicts perception, cognition, and
action as the closely woven products of a single kind of inferential
process” (Clark, 2018, p. 1), and the goal of this process is the
continuous long-term reduction of prediction error signals. At the
outset, it may seem entirely counterintuitive to apply this picture of
the brain as an utterly conservative error minimization machine to
something like play, which is traditionally characterized precisely by
variation, exuberance, and surprise (e.g., Spinka et al., 2001). When
children are well fed, warm, and healthy, they do one thing above all:
play. It seems quite clear that when they do so, they thoroughly enjoy
exploration, experimentation, and surprise. But why? Why do chil-
dren engage in surprise-inducing activities such as pretend, play-fight
or hopscotch if their brains are fundamentally designed to reduce
prediction errors? Why would a brain on an eternal quest to minimize
predictions errors dabble in something as anarchic as play where
unpredictability and error abound (Sun & Firestone, 2020)?

The Puzzle of Play

The most basic response to this puzzle has been to point out that
there is no immediate inconsistency between searching for surprises
and prediction error minimization (Hohwy, 2013; Van de Cruys et al.,
2020). This is essentially because surprise, understood as short term,
significant increases in prediction errors, may result in long-term
error minimization. Children may, for example, experience surprise in
the short term when playing with the bathroom faucet (signifying that
their predictions have been violated), but this may reduce the amount
of prediction errors associated with using the faucet in the long term.
Schwartenbeck and colleagues argue along these lines, advancing the
claim that “minimizing surprise naturally leads to concepts such as
exploration” (Schwartenbeck et al., 2013, p. 1). The very imperative
to reduce prediction error in the long term may be what stands behind
the motivation and curiosity seen in most novelty seeking and
explorative behavior. This is because the overall objective of active
inference is to reduce prediction error over time, and sometimes
meeting this objective calls for an agent to gain new information so as
to reduce its uncertainty. This means that novel or ambiguous stimuli,
which may at the point of first encounter be some what unpredictable,
are also rendered instantly attractive,” because they represent “ex-
pected surprise” or “uncertainty”® and, in turn, an opportunity to
reduce prediction error over the longer term (Parr & Friston, 2017;
Veissiere et al., 2020). In other words, active inference concerns
choosing the right kinds of behavior that reduce the prediction error
expected after committing to that behavior. In short, prediction error
minimization through action is the minimization of uncertainty that
underwrites exploration and curiosity.

In other words, the predictive processing framework proposes the
radical suggestion that all explorative behavior, from the exploration
of novel or ambiguous stimuli to curiosity-driven dealings with
expectancy-violating stimuli, can be explained with reference to a
single cognitive mechanism: Actual or expected prediction error
minimization. Naturally, explorative behavior will oftentimes be
characterized by an alternation over time between expected and
actual prediction error minimization, such that agents will identify

3 Unless they are overwhelmingly uncertain/unpredictable, in which case
they may elicit aversive behaviour (see below).

© Expected surprise and uncertainty are used synonymously in literature
on predictive processing (e.g., Friston et al., 2018).
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expected surprise in the environment, bring these surprises about in
order to resolve them, which, in turn, may prompt new explorative
forms of behavior as a response to newly encountered forms of
expected surprise.

Formulated in terms of actions and action policies, when novel or
ambiguous stimuli, objects or contexts are encountered, agents will
in all probability only have action policies available with a fairly low
precision. For instance, when a child encounters a new toy, it does
not yet know how to interact with it. The child does not have an
action policy or scheme ready in which it has a high confidence in
the predicted consequences of the said action. Scenarios such as
these should prompt exploratory behavior in the child, because such
behavior would enable the child to update the precision of some of
its action policies. This means that as the child plays with the toy, it
has the opportunity to grow more confident about the predicted
consequences of its interactions with the object in question. In this
way, encounters that are associated with low precision action
policies and, in turn, the expectation of surprise, are precisely the
kinds of situations to which people feel ineluctably drawn. In other
words, expected surprise summons up an irresistible desire to
explore, to handle, and to experiment—in short, to play.

A predictive processing account of play is supported by recent
ideas of childhood as an evolutionary solution to explore-exploit
trade-offs—the problem of finding the right balance between keep-
ing your options open, and committing to a particular option
(Gopnik, 2020). This evolutionary perspective argues that cognition
works differently in childhood as compared to adulthood. Whereas
child cognition is characterized by a desire to learn through explo-
ration, adult cognition is characterized by a desire to exploit what is
already known to plan and make things happen. The child’s
motivation for active exploration and play is in tension with adult
cognition that is characterized by “attentional focus, inhibition and
executive function and behaviors like long-term, goal-directed
planned action” (Gopnik, 2020, p. 2).

These different styles of cognition are described using the metaphor
of “temperature,” a concept utilized in a technique for solving optimi-
zation, search, and inference problems, called simulated annealing
(Gopnik et al., 2017; Gopnik, 2020; Kirkpatrick et al., 1983; Lucas
et al., 2014). In simulated annealing, a low temperature search of a
space of hypotheses will be narrow. In predictive processing terms, this
corresponds to the agent assigning high precision to its prior beliefs,
only adjusting these beliefs when confronted with evidence estimated
to be particularly strong. Compared with children, adult cognition is
characterized by this kind of conservative, low temperature search.
Children’s cognition is, by contrast, generally characterized by a wider,
high-temperature search over a broader space of hypotheses. In
predictive processing terms, this corresponds to the child’s brain
assigning low precision to their prior beliefs, frequently adjusting
them when encountering new evidence, allowing the child to sample
and test a wider space of hypotheses (Gopnik, 2020).

Importantly, this general feature of childhood cognition may
explain why children are inherently neophilic and curious, and
why they are so active when it comes to exploration and play.
These ideas are all highly compatible with the predictive processing
framework and share the attractive feature of being applicable across
play forms, age, and context. The predictive processing framework
can, in addition, further contribute to this overall narrative by
explaining why it is that play and curious exploration can be so
fun and rewarding.

The Joy of Surprises

Recent developments in predictive processing and emotional
experiences provide resources for explaining why the experience
of play is deeply associated with positive, “feel-good” experience.
In this literature the valence of emotional experiences is hypothesized
to correspond to the rate of prediction error reduction (Hesp et al.,
2021; Joffily & Coricelli, 2013; Kiverstein et al., 2019; Van de Cruys,
2017). It is hypothesized that the agent is not only sensitive to
prediction error reduction, but also sensitive to the rate at which
prediction errors are reduced over time (Hesp et al., 2019, 2020;
Kiverstein et al., 2019). On the basis of its prior knowledge, the
agent is constantly estimating the pace at which prediction errors
should be reduced and comparing this expected rate to the actual
rate at which prediction error is being reduced. This comparison is
essentially what makes it possible for the agent to determine if its
current action policies are working to efficiently reduce prediction
error or not. Crucially, when prediction error is being reduced
faster than expected, the associated experiences will be positively
valenced. When prediction error is being reduced slower than
expected, the associated experiences will be negatively valenced.

The predictive processing account of valence entails that when play
is fun (i.e., positively valenced), it is because the learner is reducing
prediction errors at a faster than expected rate. Play activities will thus
be fun if the activity allows the agent to make better than expected
progress in prediction error reduction. In essence, the good feeling
one gets from play is thus tantamount to inferring that “I am doing
well.” Another way of phrasing this is to say that, on a rudimen-
tary level, play feels good because one does better than expected at
transforming an unpredictable reality into a predictable one.

The predictive processing account of emotional valence high-
lights the intricate role of error dynamics when organisms adapt and
optimize their responses to the unexpected. An agent, which also
keeps track of the rate of change in error, is much more sensitive to
how effective its strategies are; hence it can continuously improve its
strategies by tuning its precision-weighting “on the fly” (Kiverstein
et al., 2019, p. 15). An unexpected deceleration in error reduction
informs the organism that a belief in an action policy should be
assigned lower confidence. An unexpected acceleration in error
reduction informs the organism that things are going better than
expected, and it should continue on its existing path. This drive for
continual optimization means that humans are forever on the lookout
for better-than-expected slopes of error reduction.

Recent evidence from Al and developmental robotics supports
the idea that error dynamics can motivate an agent to play and
explore (Oudeyer & Smith, 2016; Schillaci et al., 2021). Oudeyer
and colleagues designed a robot to engage in curiosity-driven
exploration. The robot was equipped with a module that kept track
of the evolution of prediction error as the robot learned to predict the
sensory consequences of its own actions. The module tracked how
well the robot did at predicting and controlling its actions, by
constantly comparing the expected change in prediction error with
the actual change in prediction error. The mismatch between the
expected and actual prediction error reduction corresponds to error
dynamics—the change in the rate of error reduction—in predictive
processing terms.

Actions were selected by the robot based on the heuristic of
maximizing the decrease in prediction error. The robot kept track
of improvements in prediction and the control of action, and was
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rewarded when it made progress. Reward was thus an internal
quantity that is proportional to decrease in prediction error
(Oudeyer & Smith, 2016, p. 495). By seeking to continuously do
better than expected in its predictions, the robot was able to make
incremental progress in its learning, shifting from easier to more
difficult tasks. The robot avoided activities that it was already able to
predict, focusing instead on activities with the fastest improving
learning rate (i.e., activities with the most potential for decrease in
prediction error, or acceleration in error reduction). When these
activities became well-learned, it switched to the next challenge.
This behavior can be understood as the robot using error dynamics to
approach tasks with the right level of complexity for the robot to
optimize progress in learning and prediction error reduction. By using
the rate of error reduction to select actions, the robot was attracted
toward a sweet spot of complexity, where error was neither unman-
ageable nor so easily accommodated that there was nothing further for
the robot to learn.

Agents that use valence to weigh precision will naturally seek
situations where prediction error is consistently being reduced,
preferably faster than the agent expected. Agents will tend to
gravitate toward certain sweet spots of relative complexity where
prediction error signals have a higher likelihood of being reduced
more swiftly than expected. This is because situations that are
neither too simple, nor too complex, are most often the ones that
afford the richest opportunities for improving the rate of prediction
error minimization (Oudeyer et al., 2007).” Such sweet-spots are an
expression of agents optimizing their predictive grip on the world,
and maximizing their own learning rate (Kiverstein et al., 2019).

In this way, the predictive processing framework provides an
answer to the question of why play is rewarding and fun. In play the
agent is drawn to new surprising information that is neither too
complex and chaotic, nor too simple as to promise only meager,
uninteresting advances in learning. Surprising situations that fall
within this sweet spot will allow the agent to do better than expected
at reducing error, which, in turn, feels good. This is because positive
valence corresponds with doing better than expected at error
reduction. Importantly, as mentioned, prediction error reduction
can be achieved in two ways in play. Over the course of play an
agent can find their way to novel, ambiguous or and surprising
information and reduce their associated uncertainty in ways that allow
the agent to make better predictions in the future. Alternatively, in
play, agents may attempt to make the surprising reality conform to
their predictions. In short, play is fun because it allows for the
discovery of new and improved strategies for rapid prediction error
reduction either through learning and forming new predictions or
by making the world conform to our predictions.® As prediction error
minimizing agents what we want and enjoy is to make progress in
prediction.

Crucially, an agent that is motivated in this way has a quite
profound trick up its sleeve. In order to enjoy prolonged periods of
fun and enjoyment, the playful agent may purposefully design and
create situations characterized by an estimated just-right amount of
surprises with the purpose of resolving such surprises.

Slope Chasing & Slope Building: How to Get the
Just-Right Surprise

A predictive processing account of play suggests that play is an
active process of seeking out or creating surprising situations that

gravitate toward a sweet-spot of relative complexity. In this account
of play it is the metacognitive sensitivity to the valence of the
situation that mediates the attraction toward situations of just-right
complexity. Again, this is because situations that are neither too
simple, nor too complex, are the ones that afford the richest
opportunities for improving the rate of prediction error minimization,
giving rise to situations where individuals are reducing prediction
error faster than expected. Andy Clark has recently dubbed this
“slope-chasing” (Kiverstein etal., 2019, p. 19), and we believe this
characterizes a fundamental aspect of play: The tireless pursuit of
just-right surprises.’ The PP framework allows us to define more
precisely what is meant by “just-right-surprise.” “Surprise” in
predictive processing is often described in terms of prediction
error minimization, where a sensory experience that was not fully
predicted evokes significant levels of prediction error. However,
this is not the kind of surprise we are talking about here. The
pursuit of just-right surprise pertains to the consequences of action;
it is driven by an estimate of significant information gain afforded
by some sensory outcome that has yet to be realized.'”
Importantly, we argue that humans in general, and children in
particular, not only seek surprises from the environment, but also alter
the environment itself in such a way that surprises can potentially be
extracted from it. While current schemes of predictive processing hold
that certain actions become attractive if they are associated with
“expected surprise” (i.e., if they represent opportunities to reduce
prediction error—Veissiere et al., 2020), these schemes may have

7 A situation with the right level of complexity can also be understood in
PP terms as providing epistemic affordances; namely, a situation that offers
the right degree of unpredictability for resolving uncertainties—but that is
not so unpredictable as to preclude any information gain or learning. In short,
the right kind of ‘predictable unpredictability’ (see Friston, Lin, et al., 2017).

8 There may of course be many additional reasons for why play is fun, such
as the freedom the agent has to make their own choices, or the possibility to
engage their imagination in a variety of ways. The PP framework implies that
what may connect these reasons is that they all describe conditions that
contribute to the agent finding their way to surprising situations that facilitate
rapidly transforming unpredictable realities into predictable ones.

® Importantly, it follows that there is an intimate relationship between the
slope of decreasing prediction error and the emergence of precise beliefs
about action policies. This follows because in predictive processing the rate
of evidence accumulation is determined by the precision of the evidence
accumulated. In the present setting, one can therefore think of slope chasing
as seeking out situations that yield a progressive increase in confidence about
the consequences of action during exploratory behavior.

“In the visual search literature, the relation between surprise and
information gain is formalized using the notion of Bayesian surprise. Bayesian
surprise is defined as the mismatch between prior and posterior beliefs about
the world (Itti & Baldi, 2005; Mirza et al., 2019). This concept is closely related
to a range of other terms; for example, salience, epistemic value, intrinsic
motivation, and so on. Bayesian surprise can be mapped onto notions of
salience, and epistemic value in the sense that cues are salient when they offer
opportunities to make information gains, or resolve uncertainties (Parr &
Friston, 2018). Visual search results in new observations that yield information
gains when the result of the exploration of a scene is a mismatch between the
agent’s prior and posterior beliefs. Observations with high Bayesian surprise
are salient—they grab the perceiver’s attention. An interesting distinction
arises when we consider the nature of the unknowns about which expected
surprise and uncertainty is resolved. In active inference, this uncertainty can be
about states of affairs in the world (e.g., what’s he thinking?). Alternatively, it
can be about contingencies that have to be learned (e.g., what happens when I
do this?). The corresponding expected surprise relating to states and contin-
gencies are known as salience and novelty, respectively (Parr & Friston, 2018).
This means that the imperatives to reduce expected surprise lead naturally to
curious, novelty seeking, behavior that is epitomized by play.
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overlooked how agents manipulate their environment in order to
create surprises out of nothing. For example, children may build a
block tower to see what happens when they knock it over; they may
transform a banal piece of asphalt into a hopscotch grid; and they may
turn a dreary stack of blankets into a fort to defend the center of the
living room. Through these means, in a hunt for positive valence,
children create and establish an environment tailored to the generation
and further investigation of surprise and uncertainty. One could say
that play is not only about epistemic foraging, it is also about
epistemic farming.

Thus, an overlooked aspect of play may be that playful agents are
not just “slope-chasers,” but also “slope-builders.” That is, if the
environment provides no immediate surprises or uncertainties, chil-
dren and adults will combat boredom by creating and establishing an
environment specifically tailored to the generation and further in-
vestigations of surprise and uncertainty. As they play, humans in
general, and children in particular, sometimes deliberately forge error-
inducing environments, in order to allow for the further exploration of
productive surprises. This active construction of error reduction
slopes can be observed in a variety of play forms, not least in the
variety of ways children have been observed constructing toys and
play spaces (e.g., Lew-Lewy et al., 2021; Marshall, 1976; Takada,
2020). The reason why children, in ways that might seem quite
pointless, may actively create surprising situations and environments
that they eventually find ways to resolve is because doing so feels
good. Chu and Schulz (2020) have pointed out, as have many play
researchers before them, that a good deal of human play seems
pointless. Children create problems for themselves which they devote
some effort to solving without any obvious payoff. Seemingly
pointless play is fun because the child is creating slopes of error
that they can often resolve at a better-than-expected rate.

A series of descriptive findings on the development of play can
highlight some of the strategies children utilize across development
to ensure they are neither too surprised nor too bored while playing.

Physical Forms of Play

While most forms of play continue to be present throughout
childhood, many forms of play typically show an inverted U-shaped
curve with certain peaks at different points during childhood (for a
review, see Lillard, 2015). Such generic developmental trajectories,
we argue, may showcase inherent knowledge and skill-based con-
straints in the seeking and creation of surprising situations. Before
a child can crawl and move about, it is naturally inhibited from
exploring much beyond itself and the immediate environment. This
greatly curbs the range of surprises it can seek out. At the same time,
the limited knowledge of an infant means that even within such a
restricted environment, surprises still abound. Limited prior knowl-
edge in conjunction with limited possibilities for exploration may
explain why infants seek surprises primarily in sensorimotor play
(Uzgiris, 1967).

As children develop their first rudimentary motor skills, opportu-
nities to seek out surprise increase. As such, early forms of locomotor
play may provide a unique window into what children do as their
options expand. Locomotor play, which peaks at around 6 months of
age, is the first form of play yielding observable evidence that play is
often performed repeatedly in a similar, but not rigidly stereotyped,
form (Bateson & Martin, 2013; Burghardt, 2005; Pellegrini, 2009,
2011b; Thelen, 1980). Often, this involves repeated rapid movements,

such as “kicking, rocking, bouncing, swaying, waving, banging,
rubbing, and scratching” (Thelen, 1980, p. 141), albeit with slight
variations. Such slightly varied repetitions in motor behavior might
precisely constitute moderate prediction violations. The child, by
keeping large parts of the behavior constant, only varies subsets of
certain action patterns, thereby ensuring that large parts of action
patterns remain predictable, with prediction violations restricted to a
small subsection of the behavioral routine. This principle seemingly
continues in exercise play, a form of locomotor play that emerges
around the 1-year mark and has its peak at around 4 or 5 years of
age, which similarly also includes slightly varied repetitive action
patterns, such as hopping, running, and swinging (Pellegrini,
2009, 2011b).

Exploratory play emerges and overlaps with sensorimotor and
locomotor play. It refers primarily to activities where children play
with novel or poorly understood objects (Bornstein, 2007; Lillard,
2015). As mentioned, some experimental studies already suggest
that children are drawn to and play more with objects that are
surprising or that they expect will be surprising (e.g., Baldwin et al.,
1993; Bonawitz et al., 2012; Schulz & Bonawitz, 2007). At the same
time, some objects can be too surprising. Indeed, multiple studies
have found that infants and young children become startled and
upset when they encounter highly unpredictable objects that create
sudden or intense forms of stimulation, such as loud noises (e.g., a
toy pistol) or sudden movements (e.g., jack-in-a-box; e.g., Scarr &
Salapatek, 1970). Not surprisingly, children may over time associate
such objects with unpleasantness and consequently shy away from
them, effectively avoiding highly unpredictable and surprising stimuli.

Exploratory play has been the subject of some controversy within
play research, because it has not always been clear how to meaning-
fully separate play from exploration more generally. One suggestion
has been to differentiate the two based on the proposition that standard
exploration is characterized by a close-ended approach (“What does
this object do?”), whereas exploratory play is characterized by an
open-ended approach (“What can I do with this object?”’; Hutt et al.,
1989). Such a distinction is compatible with the observation that the
exploration of objects tends to occur when children first encounter a
novel object, whereas play tends to occur once children have
familiarized themselves with it (Lillard, 2015). Our model would
characterize the distinction between exploration and play differently:
To “explore” may be seen as an example of seeking out (and
resolving) surprise, whereas to “play” may be seen as an example
of creating (and also resolving) it.

Rough-and-Tumble Play (R&T) often takes the form of play-
fighting or wrestling. It follows an inverted U-shaped curve and
peaks at around 810 years, during middle childhood (Pellegrini &
Smith, 1998). This behavior is characterized by high energy
“exaggerated movements, and soft, open-handed hits or kicks”
(Pellegrini, 2006, p. 84), and players often reciprocally switch
“attacking” and “defending” roles. Another striking feature of R&T is
that it is very often characterized by some form of self-handicapping
behavior, especially in cases involving unequally strong partners
(Pellegrini, 2006). For example, when an adult and a child play-fight,
the adult may sit on his knees and maybe keep one arm behind his
back to further equal the playing field. It has been suggested that
this maximizes motivation in players through minimizing boredom
from limited role enactment (Pellegrini, 2006, p. 84), but self-
handicapping also allows the stronger player to create unexpected
situations for themselves in the R&T interaction (Spinka et al., 2001).
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In other words, self-handicapping may help ensure that both players
can surprise each other during the interaction. Besides being playful
signals (Pellegrini, 2006), the exaggerated movements often seen in
R&T may also constitute a way for the players to telegraph their intent
and thereby curb highly unpredictable elements in the interaction.
This stands in stark contrast to real fights where, for obvious reasons,
opponents strive for maximal unpredictability.

Mischief, Imposed Challenges, and Pretend Play

From as early as 4 months, children will begin engaging in
clowning and teasing behaviors in order to elicit novel responses from
caregivers and siblings. In doing so, children will often violate
norms, act profanely or even deliberately knock over things that
other children have carefully built (Reddy & Mireault, 2015). Such
clowning and teasing can take endless forms, but what these forms
share is a violation of normal expected patterns of social life. In
infants, it seems to occur “as a play on any newly developed skill or
social arrangement” (Reddy & Mireault, 2015, p.22). For
instance, a 9-month-old may jiggle an object in order to attract
the attention of a caregiver, then offer the caregiver the object, only
to teasingly withdraw it as soon as she reaches for it (Reddy &
Mireault, 2015). Such teasing entails that the child predicts large
parts of the action pattern of the caregiver, in this case that the
caregiver will reach out her hand and expect the object to be
released. Through teasing, the child violates the expectations of the
caregiver at the last moment, eliciting a novel variation on the
caregiver’s usual action pattern. The fact that these sorts of
behavior emerge from newly developed skills or social arrange-
ments may be interpreted as examples of creating, yet keeping
within the bounds of, moderate surprises.

Older children often impose needless challenges and costs upon
themselves in their play. As already mentioned, self-handicapping is
a frequent behavior observed in rough-and-tumble play, but this
behavior is also often observed in other forms of physical play.
Children may, for instance, decide to walk backwards around the
living room; blindfold themselves with a towel; or play hopscotch,
forcing themselves to rely on one leg. In these ways, children
actively surprise themselves and one another by manipulating
previously acquired sensory-motor skills (Spinka et al., 2001).
Such self-imposed challenges may be seen as a way to induce
moderate surprises when none are to be immediately found.

Indeed, across four studies Chu & Schulz elegantly demonstrated
that 4- to 5-year-old children not only infer playful behavior from
observed violations of rational actions, but take on unnecessary
costs themselves and perform inefficient actions during play, despite
understanding and valuing efficiency in nonplayful instrumental
contexts (Chu & Schulz, 2020). Chu & Shulz speculate that such
seemingly pointless play may serve an important learning function
allowing the child to search a space of hypotheses, generating
innovative, new ideas that the children would not otherwise be
able to identify. What is distinctive about human play, they argue, is
that it allows the child to make progress, not only in terms of
information gain, but also in “thinking and planning,” meaning that
children are able to come up with novel hypotheses and plans that
helps them understand the larger structure of a problem. The experi-
mental data shows that children will deliberately form idiosyncratic
goals and even make some tasks a bit harder for themselves during
playful behavior as opposed to nonplayful instrumental behavior. Such

findings are thus also compatible with the notion that (enjoyable) play
will gravitate toward sweet-spots of relative complexity and that such
surprising conditions may often be deliberately facilitated by children
themselves.

The most widely studied form of play, pretend play, may also be
seen as a way that children modify their environment to yield more
surprises. Pretend play can be seen as early as 12—18 months where
children initiate object substitution, but pretend play in its more
elaborate form peaks around 3-5 years (Lillard, 2017; Piaget, 1962).
This form of play is characterized by simulation, nonliterality, and
“as-if” behavior (Fein, 1981), where children pretend that objects,
persons, or places are different to what they actually are. Although
many early forms of play seem to be beneficial to distinct aspects of
development, researchers have struggled to find causal evidence of
any benefit resulting from pretend play (For an extended review,
see Lillard et al., 2013).

In 2001, Lillard proposed the “Twin Earth model” of pretense, in
which she argues that pretend play is much like the imaginary world
“Twin Earth,” a concept that philosophers sometimes use in their
thought experiments (Pessin & Goldberg, 1996). Twin Earth tends
to be formulated as a place which is exactly like real Earth except for
just a few carefully chosen parameters. While Lillard’s model was
originally developed to address the much-debated relationship
between pretend play and theory of mind, its scope goes well
beyond that by pointing to a crucial central structure in pretend
play, namely that children will keep most parameters of reality
predictably constant, changing only a few as they go about immers-
ing themselves in moderately surprising imaginary worlds: “The
child has become the mother, but mothers are the same, how mothers
respond to babies is the same, the fact that pie is eaten after lunch
is the same, and so on” (Lillard, 2001, p. 516). Such behavior, as
Singer & Singer puts it: “creates a novel stimulus field” that may
sometimes be considered “as a characteristic response to an environ-
ment in which there is considerable redundancy” (1990, p. 145).

In this light, pretend play could be seen as an obvious solution
for an agent who has but one goal in mind: Enjoying just the right
doses of relative complexity. By creating an imaginary world,
which contains only few deviations from the real world, children
effectively shape their environment to set themselves up for small
surprises where none were to be found before. In other words,
children readily introduce uncertainty into environments that are
lacking it in an effort to combat boredom. This view helps us
understand why children not only pretend and reenact real-life
scenarios like playing house, school or restaurant, things which
might prepare them for similar situations later in life, but also
unrealistic scenarios like pretending to be Spiderman or a Pippi
Longstocking (Weisberg & Gopnik, 2013). While the specific content
of counterfactual scenarios such as simulating how to climb a
skyscraper or to lift a horse with one hand may be novel and
surprising to the individual child, it will not necessarily be relevant
for predicting and navigating physical spaces later in life. Such
scenarios may, however, all represent opportunities of exploring
different strategies for error reduction, including social strategies
for negotiation and making the world conform to the agent’s
expectations (e.g., “[W]ill you be the king, Dad? ... No, you
can’t be the prince, cause there is no prince on Atecopia, so you can
only be King”, Andersen, 2022).

By contrast, the content of sensorimotor, locomotor, and explor-
atory play, where children seek, create, and resolve surprises
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immediately relevant to their own bodies, motor capabilities, and
physical environment, are more likely to involve information gains
relevant to predicting and navigating physical spaces. This is simply
because over time, even a blind search for surprises within these
areas will optimize sensory—motor skills and exploratory skills
within a predefined set of embodied and environmental constraints.
By analogy, Pathak et al. (2017) created a software agent designed
to learn how to play Super Mario Bros, a computer game constrained
by a preset digital world with linear gameplay. The software agent,
which had no prior knowledge of Super Mario Bros, was equipped
with a “blind” curiosity module that quickly optimized game perfor-
mance simply by rewarding the agent every time it failed to predict the
consequences of its own actions in the game (Pathak et al., 2017).

Discussion

If play is, at its core, the deliberate seeking and creation of
surprising situations, this has important implications for learning,
niche construction; for current understandings of playfulness as a
general mood state; as well as methodological implications for
future research on play in humans.

Play, Learning, and Niche Construction

Humans in general, and children in particular, play not only to
chase slopes of error reduction but also to actively build and create
such slopes of error reduction. This perspective may be relevant for
recent work in evolutionary biology that addresses predictive proces-
sing and niche construction. Predictive processing extends to nonhu-
man animals as well because prediction error minimization is believed
to be a universal biological process in which organisms attempt to
keep themselves within expected sensory and physiological states
given their species-specific prestructuring and the niche they inhabit
(Friston, 2010). In evolutionary biology, niche construction refers
to the process of organisms modifying their environment, thereby
steering their own and others’ evolutionary trajectory (Laland et al.,
2015). Recent arguments suggest that the mathematics of predictive
processing can be used to model the effect of niche construction on
biological evolutionary processes (Constant et al., 2018).

From this perspective, niche construction is a way for organisms to
efficiently minimize prediction error by manipulating the environ-
ment to conform to their own expected states. Thus, an organism’s
species-specific prestructuring may prompt it to build a nest or a
burrow, ensuring that expectations about things such as wind speed or
temperature are effectively met. Niche construction may therefore be
seen as a form of active inference, where the organism manipulates
the environment to fit its own expectations. In many cases, animals
are born into an already altered environment fit to suit their species-
specific prestructured expectations, for example, ants in an anthill;
beavers in a lodge; or humans in a house (Constant et al., 2018). What
this account may have overlooked, however, is that a handful of
species, notably the most intelligent, regularly engage in playful
behavior after their basic expectations have been met. Human
children actively seek and create situations that they expect to be
surprising in an effort to reduce uncertainty. When the environment
offers no uncertainty, children will readily modulate it in such a way
that it becomes error-inducing.

It is an open question as to whether this may also be the case for
certain nonhuman species famous for their playful inclinations.

Dolphins, for instance, can often be seen creating bubble rings by
exhaling air through their blowholes, which they subsequently play
with in a variety of ways. Some dolphins have even been observed
to produce multiple rings that they then join together, or push one
through another (Janik, 2015). Similarly, several populations of
Bornean orangutans have been documented building nests for social
play, and object-substitution and pretend play have been documented
in both chimpanzees and gorillas (Jensvold & Fouts, 1993; Ramsey &
McGrew, 2005). The motivation for such behaviors is not obvious
from the perspective of existing work on niche construction in the
predictive processing framework, because these behaviors do not
involve the identification and resolution of preexisting environmental
uncertainties. Rather, we speculate that these behaviors could result
from efforts to create uncertainty and surprise in environments in
which they are lacking.

Interestingly, there is an apparent cross-species relationship
between playfulness and the capacity for culture. Some of the most
playful species, including dolphins, great apes, crows, monkeys, and,
of course, humans, show highly diverse culturally patterned practices
(e.g., Hunt & Gray, 2003; Kuczaj & Highfill, 2005; Whiten et al.,
1999). While we recognize that this relationship is likely to be
mediated by intelligence and general cognitive capacity among other
things, we speculate that proneness to boredom and a proclivity to
play may act as a creative stimulus for cultural innovation. Numerous
researchers have already argued that human play facilitates creativity
and innovation (e.g., Bateson & Martin, 2013; Russ, 2014). Whether
this argument can be extended to other playful species remains to be
seen. If these species modulate the environment so that surprises may
be extracted from it, this could galvanize the emergence of new
behaviors which, if they persisted over time and were transmitted
between individuals, could be added to the cultural repertoires of
their populations.

Play, Playfulness, and Mood

In addition to elegantly integrating emotion, cognition, and
perception, recent predictive processing accounts have also emerged
to include overall mood states into the framework (Clark et al., 2018;
Kiverstein et al., 2020). Moods are often described as “generalized
emotions,” emotions that are directed at the world as a whole rather
than any one particular object (Solomon, 1993, 71). Moods are further
distinguished from emotions by being longer in duration, providing a
persistent “background” feeling tone to our transitory, short-lived
emotional experiences (Ekman & Davidson, 1994). Like feelings,
moods are also believed to structure our experiences by way of
anticipation-fulfillment dynamics (Kiverstein et al.,, 2020;
Ratcliffe, 2008).

From a predictive processing perspective, affective valence acts
as a metacognitive signal within the predictive system, informing it
of how well or poorly it is predicting in some specific local context.
Moods by contrast are global background expectations about the
slopes of error reduction the agent is likely to encounter. A positive
mood, then, can be understood as the product of a series of
experiences where the organism has reduced error faster than
expected. This in turn leads to a general upward biasing of our
expectations of positive valence going forward. In other words, agents
that are in a good mood expect error slopes to incrementally improve
(Kiverstein et al., 2020; cf. Clark et al., 2018; Eldar et al., 2016, 2021;
Rutledge et al., 2014).
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Playfulness has previously been recognized as a positive mood
state that is frequently manifested in observable behavior during
play (Bateson & Martin, 2013). While this mood state is believed to
often accompany play, itis also believed to sometimes facilitate it. In
the predictive processing theory of mood, repeated experiences of
better-than-expected error slopes improves mood (Rutledge et al.,
2014), making the agent more optimistic, and expect attractive
opportunities to reduce error (Cools et al., 2011; Niv et al., 2006;
Somerville et al., 2013; Wang et al., 2013). This is supported by
laboratory findings that positive mood has been shown to induce
risk-taking behavior (Arkes et al., 1988; Isen & Patrick, 1983) as
well as in real-world settings (Bassi et al., 2013; Edmans et al.,
2007), in which positive mood has been shown to bias the expecta-
tion of future positive outcomes (Wright & Bower, 1992).

Notice the effect that this positive biasing can have in an
environment like ours where opportunities for error reduction
tend to rise and fall together. The upward biasing of the agent’s
expectations about the rate at which error is reduced makes it more
likely for the system to expend energy to confirm predictions about
error reduction slopes (Eldar et al., 2016). The optimistic agent is
therefore more likely to find better than expected opportunities in
their environment when they are available, which in turn perpetuates
the positive mood. In this perspective, moods reflect a sort of
emotional “momentum”—when the agent feels rewarded for doing
better than expected, it increasingly expects such rewards to keep on
coming (and conversely, when agents are doing worse than ex-
pected, it incrementally expects more bad times ahead, Eldar et al.,
2016, 2021; Kiverstein et al., 2020; Rutledge et al., 2014).

Consider a child who has previously enjoyed a visit to a theme
park. At the theme park, the child repeatedly experienced reducing
error faster than expected where what is expected relates to the
child’s preferred states, the satisfactions of its needs and desires, and
the fulfillment of its goals (e.g., eating ice creams and candy floss
that increase glucose blood levels faster than expected; the roller
coaster rides that create and resolve error faster than the family car).
That child is likely to become in a good and playful mood when
being told that the family again this year is going to visit the park
on the weekend. According to the model, this is because the child
anticipates encountering a plethora of attractive error reduction
slopes when reaching the theme park. In other words, the child is
in a good mood then because it expects to encounter rewarding
possibilities and the good mood will be sustained as long as this
expectation is fulfilled. Mood is therefore a form of generalized
summary of expectations that relates to how well or badly the agent
has been faring in the world as a prediction error minimizing organism,
which in turn shapes its anticipation of the trend of rewards going
forward.

However, as the opportunities to reduce error begin to fall away, as
will inevitably happen in an environment offering finite resources, the
agent’s positive mood will likewise diminish. The theme park, for
instance, offers a rich abundance of opportunities for the child to
fulfill their desires until the park closes and a long drive home awaits
them. Many studies suggest that a negative mood is associated with
biasing of predictions for negative error slopes—anticipation of doing
worse than expected in error reduction, biasing perception of negative
outcomes (Badcock et al., 2017; Fabry, 2020; Kiverstein et al., 2020;
Kube et al., 2020; Paulus et al., 2019; Ramstead et al., 2021). For
instance, in depression, a state characterized by a persistent negative
mood, there is a loss of confidence that any policy will succeed in

reducing error (Badcock et al., 2017). This sometimes creates a
perpetuating negative spiral, where the expectation of encountering
worse than expected slopes for error reduction leads the agent to
sample the environment for evidence, which in turn confirms and
supports the negative belief. In that sense, playfulness as a mood can
be thought of along the same lines as the famous words of Brian
Sutton-Smith, who stated that the opposite of play is not work; it is
depression (Sutton-Smith, 1997, p. 198)

Further Implications and Future Directions

The central role of positive valence in a predictive processing
account of play may provide important new directions for future
studies. Methodologically, it implies that zooming in on surprise
dynamics over time may allow play researchers to get an important
and empirically well-founded picture of the cognitive and physio-
logical fluctuations that happen when children and adults engage in
playful activities. At the same time, this may also provide play
researchers with an alternative to unrefined between-group designs,
given that surprise by definition is a reflection of the knowledge of
the given participant. The framework’s emphasis and focus on
predictions and prediction errors may lend itself to an increased
focus on within-subject measures of agents’ real-time patterns of
prediction on various time scales in different play settings. Recent
technological advances may help here. Mobile eye tracking, for
instance, is a particularly strong candidate for gathering behavioral
proxies for predictions in ecologically valid playful situations (e.g.,
Andersen et al., 2019), and pupil dilation has been shown to signal
uncertainty and surprise (e.g., Lavin et al., 2014).

Some of these methodological approaches are already widespread
in the study of infant cognition, but grow increasingly absent in
research paradigms as children acquire language and motor skills.
Indeed, one of the most widely used approaches to study infant
cognition has been to treat surprise or its absence as the main measure
by observing whether children express expectation or surprise in
various experimental contexts (e.g., Baillargeon et al., 1985; Scherer
et al., 2004; Werker et al., 1997). Using such measures, efforts to
systematically map what types of predictions children make in
different forms of play could prove beneficial. Other behavioral
measures can serve as proxies or indicators for surprise as well,
and one could, for instance, use pitch levels in verbal utterances (e.g.,
Ververidis et al., 2004) or facial expression (e.g., Cohn et al., 1998)
as behavioral proxies for surprise. The same goes for physiological
measures such as heart rate variability (Andersen et al., 2020;
Sukalla et al., 2016), which nowadays can be easily measured in
real-life settings in noninvasive ways.

Future studies may benefit from tracking the relationship between
various slopes of actual and expected surprise reduction over time
and their effects on valence and motivation in play. For example,
researchers might utilize an unfamiliar toy type, such as a drone
controlled by hand gestures, designed to respond to the playing
individual with various levels of unpredictability controlled by the
experimenter. By tracking the gaze and hands of the playing
individuals as well as the ongoing changes in distance from the
hands to the toy, which is already possible with available technol-
ogy, researchers will be able to get measures of how well partici-
pants predict the movements of such a toy over time and how
predictions improve or worsen. Such measures may be then related
to measures of interest, such as enjoyment or motivational measures,
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which could be obtained by showing the participant the first-person
view video of their play and continuously rating it for how fun or
engaging it was.

Simpler setups may also work. For instance, Doan and colleagues
presented 4-year-olds with a puzzle that they were told was either
easy or hard (or, in the baseline condition, where they received no
information). When the 4-year-olds completed the puzzle that they
were told was hard (i.e., presumably completed the puzzle faster
than expected), they spent more time exploring and attempted more
different interventions with a subsequent novel toy compared to
when they were told that the puzzle was easy or at baseline when no
difficulty information was provided. Thus, experimenters may take
advantage of the possibility to manipulate the relationship between
expected and actual surprise reduction over time. They could also
investigate the effects of encountering several such instances, where
agents do better than expected, which is hypothesized to positively
affect their playful mood and overall risk taking.

For pretend play, researchers may consider taking advantage of
the rise in popularity of online streamed tabletop roleplaying games,
where older children and adults pretend to be characters in fictional
settings. Through the use of automated voice recognition software,
some of which is already implemented in larger online platforms
(e.g., YouTube), researchers have access to vast datasets of dialog
in the form of subtitles from pretend settings. Through the use of
natural language processing (NLP) methods (e.g., Jurafsky & Martin,
2000), it is possible to characterize the moment-to-moment develop-
ment of variables such as novelty and recurrence, syntactic com-
plexity and narrative arc, while relating these measures to proxies
for enjoyment like popularity, view count, or positive sentiment in
language use in viewers of the stream. This, in other words, allows
researchers to look at proxies for surprise/renewal and enjoyment and
their intertwined relationships as they unfold over time whilst being
completely in the sphere of imaginary forms of play.

Future studies may also investigate how the seeking, creating, and
resolving of error slopes in play is mediated and modulated during
playful interactions with other agents. We know from other studies
of playful parent—child interaction, for example, that parents actively
guide and manipulate expectations by signaling surprise to their
children at appropriate moments. Mothers of toddlers have been
shown to increase their mean fundamental frequency and use a wider
pitch range in playful situations compared to nonplayful situations
(Reissland & Snow, 1996). Similarly, another study involving
mothers and infants interacting together with a surprise-inducing
toy found that the mothers’ exclamations of surprise became more
high-pitched when they noticed that their children did not react
with surprise to the toy (Reissland et al., 2002). Along similar
lines, Wu and Gweon (2021) introduced 3- to 4-year-old children
to a novel toy with one salient casual function that the children first
learned about. The children then saw an adult play with the toy.
Intriguingly, children explored the toy more when the adult expressed
surprise compared to when she expressed happiness, but only when
the children knew that the adult already knew about the toy’s salient
function. As Wu & Gweon argues, these results suggest that
“children consider others’ knowledge and selectively interpret
others’ surprise as vicarious prediction error to guide their own
exploration” (p. 862). Thus, it may be that when agents have fun
together, they do so by collaboratively reducing error for
each other.

Conclusion

This article proposes a cognitive theory of why humans play
based on recent insights from the predictive processing framework.
This account of play provides researchers with a cognitively and
neurobiologically plausible proximate framework that can be formu-
lated mathematically and mechanistically and which lends support
both to the notion that play helps children to learn and that children are
Bayesian learners. The theory explains why play is fun and why
play so often is characterized by just-right levels of relative
complexity. Importantly, the role of valence in this account brings
novel insights to the predictive processing community as well, by
highlighting a new contribution of niche construction to error
minimization. In play, the agent purposefully creates and resolves
error, and in so doing finds their way to better than expected
policies for reducing error going forward. In sum, the predictive
processing account may offer a valuable proximate model of play,
and help isolate key mechanisms and variables underlying one of the
most universal yet open-ended behavioral categories. As a conse-
quence, it may help to bring play research where it belongs; at the
center of developmental research.
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